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PREFACE

The central goal of this effort has been to measure the
structure of flight-related concepts for Air Force fighter pilots.
The project has led to the development of a new method of scaling
conceptual structures (general welghted networks) and has 1involved
extensive use and novel applications of another welleestablished
method (multidimensional scaling). This report reviews work on the
measurement of conceptual structure and on assessing the reliability,
validity, and applicability of particular structural descriptions.
This work is part of the Air Force Human Rescurces Laboratory's 6.1
basic research proyzram and is intended to advance undersvanding of
basic cognitive dimensions in flying behavior.
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COGNLITIVE ORGANLZATION AS A FUNCTION OF FLYING EXPERIENCE

I. INTRQDUCTION

In the past decade, cognitive psycinologists have generated a
considerable body of theory and data concernang the organizacvion and
retrieval of knowledge in human memory. Researchers in this area
(which has come to be known as semantic memory) have begun to gain an
understanding of the representation of knowledge by investigating the
exceptinnally rich data bases of natural language and natural
categories. This research has demonstrated that the organization of
memory exerts important influences on the encoding and retrieval of
information,

Much of the research in semantic memory has focused on the
influesnce of semantic relatedness on the speed and accuracy with
which task relevant information can be retrieved from memory.
Various terms, such as semantic similarity, semantic relatedness, and
semantic distance, have been used to refer to the degree to which
concepts are related in meaning. The distance metaphor comes from an
analogy to a multidimensional space where concepts are located
according to values on various dimensions of meaning. Presumably,
concepts near one another in multidimensional space are more closely
related to one another than are concepts that are farther apart in
the space,

There have been several proposals concerning memory structures,
but each one makes use of the idea that concepts in memory differ in
their relatedness or psychclogical proxinmity. In network models,
concepts are represented as nodes linked by labeled relations, Two
concepts that are directly linked are viewed as more similar than are
two concepts that are net linked or are indirectly linked (Collins &
Quillian, 1969; Quillian, 1969). Similarly, in other network models,
two concepts that share a number of links are viewed as more related
than are two concepts that share fewer links (Collins & Loftus,
1975). In featural models (Rips, Shoben, & Smith, 1973), where
concepts are represented by vectors of features, two concepts that
share a number of features are viewed as more similar than are two
concepts that share few, if any, features. Both network and feature
theories rely on psychological proximity to predict performance in a
variety of tasks.

How theorisis have determined the proximity of a particular set
of concepts has varied widely. Most models applied to particular
domains have relied solely, or primarily, on the intuitions of the
theorists. There are, however, a number of notable exceptions.
Smith, Shoben, and Rips (1974) employed multidimenslilonal scaling
(MDS) procedures for a set of animal names to reveal important
structural information. Similarly, Shepard (1963) and Kruskal (1977)
have investigated the applicability of multidimensional spatial
representations for a number of conceptual domains with some
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2nceouragling results. Until recently, thoorists assuming a general
network as an underlying mcdel were limited to intuitions or to
restrictive clustering schemes that allow only hierarchical relations
betwean concepts, Recently developed techniques, however, allow
reseurchers to derive networks from the same proximity data employed
by MDS (Durse, Schvaneveldt, & Goldsmith, 1983; Hutchinson, 1981;
Schvaneveldt & Durso, 1981)., The present report makes extensive use
of both MDS and network techniques,

In this research, the techniques applied are those used by
cognitive psychologists to define and measure concentual structures
of individuals in a restricted domain. This project investigated the 4
conceptual structures of Air Force fighter pilots for combat i
situations. The central goal was to demonstrate the existence and
utility of a systematic structure of flight-related concepts in the :
memory systems of fighter pilots. Meeting this goal required ;
applying structural analyses to data and developing methods for 1
assessing the validity of the structural representations. This i
domain is one that, in principle, has a large, rich cognitive ‘
component that should reflect important facets of conceptual i
structure in general, The domain is relatively self-contained and
not merely an arbitrary subset of natural language. The domain
allows identification of individuals that vary in their mastery of
the domain and, presumably, 1in the nature of their conceptual
structures. These variations in expertise provide one approach to
validating measures of conceptual structure. Presumably, the
conceptual structures of experts should differ systematically from
the conceptual structure of novices.

Techniques from cognitive psychology have been employed in
order to compare memory sStructures of experts and novices. Expert -
novice studies are concerned not only with expert-novice differences
in memory structure but also with the development of this structure
as a novice gains skill or experience and approaches the expert
level., This latter issue hayu important applications in training and
education, Other 1issues in this area focus on how experts organize
information in memory, expert-novice differences in performance on
recall and perceptual tasks, and methods for measuring, representing,
and validating structures of mamory. Expert and novice studies have
been conducted in domains such as chess, bridge, Go, physies, and
computer programming (Adelson, 1981; Chase & Simon, 1973; Chi,
Feltovich, & Glaser, 1981; Engle & Bukstel, 1978; McKeithen, Reitman,
Rueter & Hirtle, 1981; Reitman, 1976).

This expert-novice research has resulted in some fairly general
conclusions in regard to memory and expertise, By definition, the
performance of experts on the actual task in which they excel 1is
superior %Yo the performance of novices, Experts, however, show
superior performance on recall tasks in which meaningful material 1is
used, but are no better than novices when asked to recall the same
material in a random arrangement. For instance, chess masters are
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able to recall positions of pieces on a chess board much more readily
if the piece3 are arranged as they would be in a game situation,
rather than a random arrangement. Yet, this meaningful arrangement
of the pieces does not aid chess novices in recalling positions,
Furthermore, as experience increases, there tends to be a greater
degree of intragroup agreement, in relation to memory structure and
organization, Other common findings include a larger chunk size and
more chunks for the experts as compared to the novices. Chunks are
units of information in which the items within a chunk are related to
each other in a3 meaningful fashion.

Various explanations have been offered for these findings.
Typically, it has been suggested that the expert is able to perceive
a more global picture and, therefore, is able to encode or chunk
items into larger units than is the novice., The novice has a memory
structure that is not as highly organized as that of the expert and,
therefore, is not able to encode as quickly or in as large units. It
has also been suggested that experts have a memory structure that is
hierarchically organized and, therefore, can recall a larger number
of chunks, Thus, a high-level chunk may consist of a set of lower-
level chunks, each containing additional chunks at a more detailed
level. This type of organization can benefit experts by constantly
cueing them about future chunks.

Research involving fighter personnel has traditionally dealt
with perceptual and motor components of flying high speed tactical
aircraft. Research taking a cognitive perspective has been rare,
despite the fact that tactical flight requires a complex knowledge
base from which to operate. The organization of information in
memory 1s believed to have a critical impact on flying performance.
Understanding how critical information is organized in memory czan be
extremely useful to training program designers and evaluators as well
as to instructors and others interested in increasing the effective-
ness of the pilot-aircraft system. Knowledge of how individuals
develop systems for organizing critical information can be used to
tallor training systems to provide students the conceptual framework
that will lead to optimal learning. It may also provide a useful
selection vtool by allowing instructors to determine which individuals
have mastered the prerequisite concepts for success in a particular
training program,

o .m\g.‘ﬂ\»‘i»,\.. [




Gl W TR PORTAL P prY JHer ko

II. GENERAL METHODOLOGY

Sub jects

Three populations of fighter pilots were sampled for these
studies. Ten Instructor Pilots (IPs) stationed at Holloman Air Force
Base (AFB) and nine Air National Guard Pilots (GPs) from Buckley Air
National Guard Base served as the two groups of expert pilots, The
IPs averaged 2583 hours flying time and served as instructors for
lead-in fighter training. The GPs averaged 6064 hours flying time
but were not classroom instructors. Although the IPs and GPs were
experienced pilots, their experience differed in that the GPs had
little instructor experience, whereas the IPs had relatively less
operational experience., The third sample consisted of 17 Undergrad-
uate Pilot Trainees (UPs) stationed at Williams AFB. The UPs
averaged 200 hours of flying time and had recently completed
Undergraduate Pilct Training. Undergraduate Pilot Training precedes
advanced training with specialty aircraft, thus none of the UPs had
undergone fighter lead-in training. This choice of subjects seemed
to be appropriate because they were expected to exhibit some, but
certainly not all, of the features characteristic of expert. fighter
pilots. In particular, the UPs should have a good command of general
flying procedures (e.g., formation flying) but little or no command
of air-to-air or air-to-ground combat situations.

Materials

The development of the stimulus materials began with a task
analysis of tactical flight maneuvers (Meyer, Laveson, Pape, &
Edwards, 1978). According to Meyer et al. (1978) the use of a
scenario was effective with tactical aircrews in establishing rapport
and isolating parameters for subsequent data collection. Based on
the Meyer report and through dynamic interaction with four pilots
from the H449TTW, two scenarios were developed. One scenario
concerned spiit-plane maneuvers in air-to-air combat, and the other
scenario concerned the low-angle strafe maneuver in air-to-ground
combat. These two scenarios were chosen, in part, because they
differ greatly in inherent complexity. The split-plane scenario is
inherently complex, 1involving several possible configurations of
aircraft, instruments, and possible actions. The strafe scenario 1is
inherently simple, involving a relatively rigld configuration of a
single aircraft, instruments, and possible actions. In addition,
these scenarios contain some concepts that should be well understood
by the UPs and some concepts that should be relatively foreign to the
UPs, who have not received fighter lead-in training.

Each scenario consisted of a set of assumpticns and 30 basic
concepts. The two scenarios appear in Table 1., The basic concepts
served as the critical stimuli for the experiments, Thus, 30
concepts important to air-to-air combat and 30 concepts important to
air-to-ground combat were examined in these studies.
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Table 1, Two Scenarios with Assumptions and Basic Terms

a., Split-Plane Maneuvers

Assumptions

OFFENSIVE AGGRESSIVE TALLY HO SINGLE BANDIT
KILL COMMIT ENGAGED DEFENSIVE TURN
SIMILAR AIRCRAFT IR MISSLE PARAMETERS

Basic Concepts

LOW YO YO HIGH YO YO  QUARTER PLANE ASPECT ANGLE
LAG ROLL BARREL ROLL OVERTAKE PURE PURSUIT
GUNS AIRSPEED CORNER VELCCITY LEAD PURSUIT
G LOADING CUTOFF RELATIVE ENERGY LAG PURSUIT
6 0'CLOCK SMASH POWER SETTING LIFT VECTOR
SWITCHOLOGY  RADIAL G ACCELERATION 3-9 LINE
HEAT SNAPSHOT VERTICAL MANEUVERING

EXTENSION ANGLE QFF WEAPONS PARAMETERS

b, Strafe Maneuver

Assumptions

CONTROLLED RANGE PANEL/TARGET CLEARED
TARGET ACQUISITION SWITCHOLOGY

Basic Concepts

BULLET IMPACT AIM OFF POINT DIVE ANGLE DRIFT
GLIDEPATH FOUL LINE CLOSURE GUNS
ATRSPEED RUN-IN LINE ALTITUDE AIM POINT
BANK PIPPER FIXATION  WALKXING RANGE
TRIGGER TRACKING PIPPER PLACEMENT PULL-UP
RICOCHET YAW FINAL FIRE
BURST RECOVERY BUNT

STABILIZE TRIM FOUL

R & |
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Procedure

Most scaling procedures for producing structural descriptions
of a set of concepts require some measure of psychological distance
between the concepts. Although two general methods have been used in
the literature, inter-item distance in recall protocols (e.g.,
Adelson, 1981) and direct judgments of pairwise similarity (e.g.,
Rips, et al., 1973), recent work by Cooke (1983) suggests that the
latter measure provides a more sensitive and valid database for the
delineation of conceptual structures, In the present project,
measures of proximity were based on pairwise similarity judgments,
All data were collected using a TERAK microprocessor system.

Similarity ratings. The subjects were told about similarity or
relatedness ratings and the mechanical details of entering ratings on
the TERAK., The scenario was then described to provide a context for
rating the basic terms, and the complete set of terms to be rated was
shown to allow subjects to establish some criteria for rating the
pairs of concepts.

The rating task itself consisted of presenting all possible
pairs of the 30 basic concepts. Subjects rated the similarity of U435
pairs of terms (i.e., 30 taken two at a time) during the session.
For each pair of terms, the TERAK displayed the pair of terms to be
rated, a rating scale with the numbers 0 through 9, and a bar marker
to indicate the rating. Subjects were instructed that a number of
factors might enter into a decision about similarity, including
relatedness, co-occurrence, dependency, and contingency. They were
told that the purpose was to obtain their general impressions of the
similarity of two items and that they should not ponder their
judgments., Subjects entered their rating by pressing a number kKey on
the TERAK keyboard. The bar marker in the display was moved to the
position corresponding to the number entered by the subject to
indicate the rating given. The subject could change the rating by
pressing another number key. When the subject was satisfied with the
rating, pressing the space bar on the keyboard changed the display to
show the next pair of items and reset the marker to the bottom of the
Scale. This procedure was followed until all U435 pairs had been
presented., The order of the pairs was randomized for each subject,
and the position of the two items in a pair was counterbalanced
across subjects. A rating session required from 30 to 45 minutes to
complete.

Familiarity ratings. In addition to the rating task, the UP
subjects were asked to rate their familiarity with each of the
concepts. This was to help determine in a rough way the 1level of
experience with these critical concepts, UPs rated each concept on a
scale of 1 to 3, where 1 indicated no familiarity, 2 indicated
familiarity, and 3 indicated the concept had been used in flying.
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III. PRELIMINARY DATA ANALYIS

Seven of the 10 IPs, each of the GPs, and each of the UPs
supplied data in thne split-plane scenario. For the strafe scenario,
data were collected from 6 of the IPs and 16 of the UPs; no data were
obtained from the GPs for the strafe scenario.

The obtained similarity measures were transformed into measures
of psycanological distance by subtracting the ratings from the maximum
possible rating. The resulting numbers reflect distance, with the
larger numbers representing greater psychological distance between
concepts. For each scenario, for each subject, the data were placed
in 2 30 by 30 symmetrical matrix where all entries, other than the
diagonal, represented the empirical Jjudgment for a pair of concepts.
Similar matrices of means were computed for each scenario and each
group of subjects,

Correlations

A preliminary question was intended to determine the extent to
which individuals agreed on the ratings obtained for each scenario.
Reliable correlations were expected within each group of experts;
also of interest was the extent to which students tended to agree
with other students., In addition to these intra-group correlations,
another item of interest was the degree of agreement between pilots
from different groups. If the rating data are valid, they should
reveal higher intra-group correlations compared to intergroup
correlations; further, the intercorrelations between the experts, IPs
and GPs, should be somewhat higher than the intercorrelations between
UPs and either IPs or GPs,

The rating matrix for each subject was correlated with that of
every other subject, Mean correlations appear in Table 2. Despite
the magnitude of the correlations, all were gstatistically reliable.
As shown in subsequent sections of this report, the techniques
employed are quite successful even when the correlations average
approximately .3. It will be demonstrated that there is sufficient
information captured in the rating data to discriminate among subject
populations, In addition, because these are mean correlations
between 1individuals, the contribution of nolse i{s maximized both
within and betwWween groups. Scaling procedures are often applied to
consensus data with intersubject correlations of this magnitude or
smaller, The scaling techniques employed should prove quite
effective in extracting the latent structure from these data.
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Table 2, Intercorrelation Matrices for Rating Data
(Entries are mean correlations)

a., Split-Plane Maneuvers [
IPs GPs UPs Mean
IPs ¥ +35 .20 .32
GPs .35 .36 24 .32 .
Ups .20 .24 .31 .25 ‘

b. Strafte Maneuver

] IPs UPs Mean
; IPs .44 .20 .32
UPs .20 .32 .26




Inspection of Table 2 suggests that agreement within a group
(diagonal) was consistently higher than any 1intercorrelation
involving that group. The intracorrelation3a for an expert group were
higher than the intercorrelations involving UPs; for IPs z = 2.19, p
< .05 and z = 4,43, p < .05, in the split and strafe scenarios,
respectively; for GPs z = 2,20, p < .05. However, experts tended to
agree as much with experts from the other group as they did with
members of their own group. The greatest consistency with members of
their own group was shown by the IPs; although this was not reliably
E higher than the intragroup GP correlation, it was higher than the
b ' intragroup correlation for UPs, z = 1.86, p < .1 and z = 2,06, p <
- .05, for split and strafe, respectively, This 1is perhaps not
surprising since instructors not only know about the execution of the
maneuvers, but they alsc are required to organize what they know so
they can communicate it to their students. Even students showed
3 nigher correlations with other students than they did with either
b group of experts, and this was statistically the case in comparisons
with IPs: z = 1.907, p < 1 and z = 2.10, p < .05, for split and
strafe, respectively. Apparently, whatever it is that students think
about the coricepts being rated, they share the same knowledge to some
b extent; however, the shared knowledge is less than that of the
axperts, especially the IPs.

The second point to note is that the least experienced pilots
(i.e., UPs) also show lower correlations with the other groups.
P Table 2 shows quite clearly that IPs and GPs showed higher agreement
than either UPs and IPs, z = 2.66 p < .05, or UPs and GPs, 2 = 2.01,
p < .05, Thus, the expert groups agree more with each other than
either group does with novices. Overall, the ratings sucessfully
captured several important features of the subjects. The ratings
reflect the differences among the three groups with intracorrelations
being higher than intercorrelations; they reflect a difference
between the student group and the expert groups first in lower
3 consistency within the student group and, second, in less agreement
3 between students and experts than between different groups of
experts,
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Iv, MEASUREMENT OF CONCEPTUAL STRUCTURE

The goal of scaling procedures 1is to uncover latent structure
in data. The structure is masked by the noise found in any set of
errorful data. The scaling procedures assume that the latent
structure obeys the assumptions of metric data, regardless of whether
the empirical judgments meet these assumptions, For example, the
latent structure is assumed to obey the triangle inequality
assumption even though the empirical data contain violations of this
assumption. In fact, the scaling procedures either manipulate the
data to meet these assumptions, or they extract the parts of the data
that meet these assumptions. Underlying these approaches is the
belief that violations of the assumptions are due to noise and not to
any meaningful psychological property (but see Tversky, 1977).

The differences among Scaling procedures usually lie in the
products of the procedures. There are procedures for generating
hierarchical clusters, additive clusters, weighted free trees,
multidimensional spaces, and general weighted networks (GWNs), Here
we focus on the latter two procedures. MDS is a procedure that
produces spatial configurations and has undergone conceptual,
mathematical, and empirical scrutiny in a number of studies. Only
recently GWNs have been derived from empirical dissimilarity data;
however, they complement the spatial procedure in a number of ways
and have distinct advantages over other nonspatial scaling
procedures.

Methiods

Multidimensional scaling, MDS is a powerful technique for
extracting the latent structure within the errorful empirical
similarity judgments., This is accomplished by arranging the concepts
in N-dimensional space where the Euclidean distances between points
reflect the psychological proximity of the concepts.

The first step 1in obtaining such representations involves
submitting the empirical ratings, along with the desired dimension-
ality, to an MDS algorithm, The optimal dimensionality can be
arrived at through a variety of techniques. One approach has been to
generate several representations in different dimensionalities, The
optimal dimensionality can then be selectea by looking at stress
(badnezs of fit) and r2 values, Once the data and desired
dimensionality have been entered, the MDS algorithm returns a set of
coordinates corresponding to the location of each concept in the
space. The final step involves interpreting the resultant space
along with the accompanying dimensions.

The MDS supplies several important pieces of information,
First, it summarizes the data into a spatial configuration, which is
complex at times, but is considerably more informative than are the
empirical similarity judgments. Second, MDS captures the global
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relations among the concepts. That is, MDS considers the relation-
ship of each concept to all other colcepts and places the concepts
along the dimensions of the 3space in a way that reflects these
relations, Although such a procedure can distort local relationships
(that is, the distance between any particular pair), the procedure is
unsurpassed at revealing global structure. In particular, 3uccessful
identification of the dimensions of the space supplies information
about conceptual structure that cannot be gleaned from the original
ratings nor from other scaling techniques. Finally, MDS supplies a
metric (distance between concepts in multidimensional space) that has
some useful applications.

Although a concept can be located in multidimensional space by
a series of coordinates (one for each dimension), the coordinates are
not as useful as are distances in comparing representations. The
distance between a pair in MDS is based on the Euclidean distance
between the two points located by the coordinates corresponding to
each concept. Distances in MDS preserve the structure of the
representation, are independent of dimensional rotation, and meet the
three standard metric assumptions: identity, nonnegativity, and
triangle inequality.

To illustrate MDS, consider the two-dimensional spatial
configuration in Figure 1a. The solution was based on the pairwise
similarity judgments of undergraduate psychology majors for 16
naturally occurring objects., MDS has summarized the 16 x 16 matrix
of distances into a representation that allows consideration of the
global relations among concepts. In particular, the horizontal
dimension reflects a nonliving-living dimension; the vertical
dimension is more difficult to label but seems to have captured a
difference between plants and animals, although this applies to only
the 1living members of the space, In order to fix the concepts in
space, MDS has introduced some local distortions. Maple is closer in
space to rose than it is toc tree. These local distortions are due to
the adjusting of the data that occurs in order to produce distances
that obey. the metric assumptions. It will will seen that GWN
complements MDS nicely by supplying information about local relations
at the expense of global ones.

General weighted networks. A GWN 1is a configuration in which
concepts are depicted by nodes, and relationships are depicted by
links connecting the nodes., The links are assigned a value or weight
that reflects the strength of the relationship between the nodes.
The value reflects the distance from one node to another along that
link; the shorter the 1link, the closer the nodes. The network 1is
general in that constraints are not placed on the possible relations
that can be represented. For example, the hierarchical constraint
found in cluster analysis is not placed on GWNs. Without this
constraint, the representation is free to contain local relations
other than hierarchical ones, although hierarchical relations may
still be present (Christofides, 1975; Fillenbaum & Rapaport, 1971).
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As has been noted, networks have formed the basis of research
& in a number of areas of cognitive science. Several psychological and
3 artificial intelligence models of conceptual structure are based on :
such networks. The area of mathematics called graph theory is :
centrally concerned with properties of general networks. Although
important theoretical and formal work has been conducted on these
o structures, no methods have been available until recently to produce
networks from empirically obtained measures of psychological
distance., GWN, an algorithm that produces general weighted netwerks,
was applied to the rating data.

«

The central problem in constructing a network is to determine
which links to place in the network. For N concepts, the possible
number of links lies between N-1 1links for a minimally connected
network and N taken two-at-a-time links for all possible
connections, The resulting network should obey the standard metric '
assumptions. GWN is a solution to the problenm. It extracts
information from the data set that obeys standard metric assumptions,
unlike MDS which transforms the data to meet the standard metric
assumptions. {

S

il

The GWN algorithm is best illustrated by the natural concepts
used to illustrate the results of MDS, GWN adds a 1lirnk to the
existing network for any two concepts, say, daisy and maple, in the
following way. The empirical distance bhetween the twe concepts 1is
compared with the length of the shortest chain (sequence of 1links)
already existing in the network connecting daisy and maple. Such a
chain might be daisy-plant-tree-maple, or more generally, daisy-X1-
X2- . . «= Xi- maple, where the Xs represent intervening nodes of the
chain. If the empirical dissimilarity is larger than the length of
the shortest chain currently in the network, then GWN does not add a
link because the new link would be redundant with the shortest chain; :
that ig, a chain exists which can account for the empirical data, If !
the empirical distance is shorter than the evaluated distance of the
shortest current chain, then GWN adds a link connecting daisy and
maple (in the present example) because the psychological distance is
smaller than would be allowed by the existing network; that is, GWN
assumes that a chain cannot account for an empirical judgment that is
less than what currently exists in tbtz network. By 1iterating this
procedure starting with the smallest empirical distance and
proceeding with all distances in order of their magnitude, GWN adds
links to the network and can create networks of varying complexity.
3 The final result is that GWN produces a network in which a link is
present if and only if the link is a necessary link in some minimum
chain connecting two concepts., Thus, the network is the union of all |
possible minimum chains. '

T e P

In the actual solution shown in Figure 1b, maple and daisy are i
not linked. A chain already existed in the network which could have '
accounted for the empirical similarity judgment of maple-daisy and so
3 a direct link was not added. Another way to view this is that the
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link between maple and daisy was not involved in the shortest path
between any two concepts in the network. Notice that maple and daisy
were close according to MDS but were not linked by GWN, Because GWN
extracts the latent structure rather than transforming the data, it
is better able to reflect psychological proximity on a pairwise
basis, On the other hand, GWN does not produce global information of
the kind supplied by MDS,

The use of general networks and the GWN algorithm holds
substantial promise in attempts to specify the local relations and
structure present 1in a conceptual organization. In addition, it
allows a detalled, concept=by-concept comparison across groups that
differ in expertise.

Results and Discussion

MDS. In this section, the properties of MDS are discussed.
The work will focus on instructor pilots. Three dimensions supplied
the optimal dimensionality for both the split-plane concepts and the
low=-angle strafe concepts for all groups of pilots. Inspection of r2
and stress as a function of dimensionality suggested optimal dimen-
sionality of 3 or 4., The method of Isaac and Poor (1974) suggested
that three-dimensional solutions were more appropriate than were
four, The strafe scenario, because it 1is inherently less complex,
had been expected to yield a smaller dimensionality. Perhaps when
subjects are required to consider a single maneuver, nuances in the
maneuver receive more attention than would be the case from a more
global point of view, In addition, it was somewhat surprising that
the novices (UPs) and experts (IPs and GPs) each resulted in a
solution of equivalent dimensionality. In the later discussion of
GWN, it will be suggested that this may be a limitation of the MDS
scaling procedure used here, rather than a suggestion of equally
complex solutions for novices and experts.,

The results of three-~dimensional scaling solutions of split-
p lane maneuvers for IPs are shown in Figure 2., Figure 2a presents
the position of each concept along the first two dimensions, Figure
2b presents the position of each concept along the first and third
dimensions, and Figure 2c presents the position of each concept along
the second and third dimensions.

In order to identify the dimensions, assistance was obtained
from personnel at Holloman AFB and Williams AFB. Each of the
dimensions has been identified for the split-plane solution, and one
of the dimensions has been identified for the strafe solution. The
split-plane concepts have one dimensjion associated with a temporal
factor, one dimension which distinguishes particular maneuvers, and
one dimension associated with factors distinguishing concepts that
are related to distance from concepts related to attitude. The
temporal dimension identifies the general time dimension within a
scenario leading to split-plane maneuvers, In Figures 2a and &b,
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this dimension is the horizontal dimension ordered from left to
right. The concepts on the extreme 1left (SWITCHOLOGY, HEAT, and
ANGLE-OFF) refer to events or considerations that occur early in the
temporal sequence, To the right, the concepts refer to events and
considerations occurring later in the sequence. Concepts ocourring
later in the sequence are actually consequences of actions performed
early in the sequence, The second dimension is a contrast between
lead pursuit and lag pursuit with LAG PURSUIT and the associated
maneuvers near the top and LEAD PURSUIT and LOW YO YO near the bottom
in Figure 2a. This dimension is again represented along the horizon-
tal dimension in Figure 2c. The third dimension 1s the vertical
dimension in Figures 2b and 2¢. This dimension has been tentatively
identified as separating concepts that refer to actions and consider-
ations related to the range or distance between aircraft from
concepts related to the relative positions of the aircraft. This
dimension separates concepts that concern distance from concepts that
concern attitude. '

The low-angle strafe maneuver also yielded a temporal order
dimension in the solution. Again, this dimension occurred as the
first dimension in the solution, and it reflects the order in which
the concepts would occur to pilots in executing the low-angle
strafe, Interestingly, these temporal dimensions appear to reflect
the psychological ordering of the concepts rather than the order in
which the events occur in physical time, Apparently, pilots must
consider several factors early in time, before they actually occur,
in order to be able to concentrate on critical factors such as aiming
and firing. The temporal order dimension is a povwerful one in the
organization of these concepts for pilots.

The dimensional organization of the concepts is interesting,
and it lends some tentative support to the validity of the analytic
procedures underlying the MDS solutions. More fine-grained analyses
of the structures are required to lead to conclusions that may be
usefully applied. The metric-based analyses considered in the
section of this report on validation represent a step in that
direction.

GWN. An analysis was performed on the data from UPs, IPs, and
GPs for split-plane maneuvers and the low~angle strafe maneuver using
GWN. The resulting networks for IPs and UPs appear in Figures 3 and
4, The nodes in the networks are located on the page according to
the two-dimensional MDS solutions for the IPs, One of the problems
of representing the networks is arranging the nodesa, Using the MDS
solution solves that problem and has the advantage of depicting both
dimensional information and network information in the same represent-
ation. The MDS 3olution for the IPs is used for both networks to
facilitate comparisons between IP and UP networks.
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Consistent with the MDS analyses, GWN supplied networks of
comparable complexity for the split-plane and the strafe scenarios,
disconfirming the expectation that the strafe maneuver would be
viewed as less complex. However, GWN does suggest that conceptual
structures of experts and novices do differ in complexity. The most
striking difference between the IP and UP networks is that the
network derived from the student data 1is considerably more complex
than the IP network. The UP network has 51 links compared to U0 for
the instructor network. This pattern is even more extreme for the
strafe concepts, with IPs producing a structure of 37 links compared
to 65 links for the UPs, This result can be contrasted with MDS which
yielded three-dimensional solutions for all pilot groups. Apparently
a characteristic of expertise is not a more complex structure, but
rather, experts tend to identify the important, critical information
and associations, ylielding a simpler network.

The wWweights of the links (not shown) varied teo an extent, with
an average link length of 10.4 and a standard deviation of 7. The
shortest liuwk is between GUNS and SNAPSHOT (.1 unit), and the longest
links are LAG ROLL-ASPECT ANGLE and HEAT-PURE PURSUIT (2.6 units).
Interestingly, no relationship that received a dissimilarity rating
greater than 2.6 manifested itself as a link in the netwWwork. The
links in the network, including the long connection between HEAT and
PURE PURSUIT, all represent connections betwesn related concepts.

GWN also reveals other interesting structural facets of the
conceptual structure of the IPs. For example, there are several
concepts that link to multiple concepts (GUNS, HEAT, ASPECT ANGLE,
VERTICAL MANEUVERING, ACCELERATION, SMASH, AIRSPEED) suggesting that
the representation is not strictly hierarchical. In addition,the
network of split-plane concepts for the IPs highlights a number of
local relationships that are not apparent in the MDS scaling
techniques that were used here.

Summary. Both MDS and GWN reduce a large amount of data in the
form of a dissimilarity matrix to a much smaller set of data, but
they tend to highlight different aspects of the underlying structure.
GWN provides an understanding cf the local relationships among
conceptsg, whereas MDS provides a more global understanding of the
dimensionalized concept space. I~ MDS's effort to find the best
Euclidean fit to the data, it has sacrificed some of the pairwise
distance information. That is, it has placed concepts near each
other in space that were not viewed as related, and it has separated
related concepts. Because the network extracts information from the
rating data that follows the metric assumptions rather than altering
the rating data to meet the metric assumptions, the links present in
the network highlight pairwise distance information. On the other
hand, GWN does not supply the type of global information that allowed
the identification of the underlying dimensions of the conceptual
space, as did MDS., Inspection of the results for IPs can reveal some
of the similarities and differences of MDS and GWN.
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V. VALIDATION

The previous sections have described techniques for represent-
ing conceptual structures, MDS and GWN both produce relational and
organizational information about concepts within a particular domain
of knowledge. One means of validating and comparing MDS and GWN is
to use these conceptual structures to discriminate among groups and
to predict group membership. It is reasonable to assume that
differences in experience among the pilots should be mirrored in
differences among their cocnceptual structures, It is also reasonable
to assume that members of a group of pilots share certain character-
istics in their conceptual structiures. Given an I.,''s conceptual
structure for the split-plane maneuvers, can this individual be
correctly identified as an IP? Accurate classification based on
conceptual structures would support the validity of the structure.
Classification also provides one means for comparing different ways
of defining conceptual structures. Furthermore, classification
procedures provide a mears for assessing the nature of group and
individual differences, Thus, the interest in this phase of the
project is in evaluating the validity of conceptual structures and in
assessing similarities and differences of structures both across and
within groups of pilots.

Discrimination. In additlion to arranging a set of concepts in
multidimensional space, Scaling techniques are available for placing
individuals or groups of individuals in multidimensional space.
Carrcll and Chang's (1970) individual differences MDS can be used to
locate individuals along the same dimensions in which corcepts are
placed. Thus, the output of this procedure illustrates which
dimensions are most highly welighted for specific groups or
individuals. For instance, a point located close to the zero
coordinate for a particular dimension indicates this dimension was
not critical for that particular group. The Alscal version of
Carroll and Chang's INDSCAL program is used here,

The location of groups of pilots along the three dimensions
used previocusly in this work is not only useful in further
distinguishing groups from each other, but 1is also a valuable
technique for validating the dimensions. If the resulting three
dimensions are meaningful, it is expected that these dimensions would
be more critical to expert pilots than to the novices who lack the
understanding and organization of the concepts found in more
experienced pilots.

Method & Results, In order to plot the three groups of pilots
in multidimensional space, the distance matrices for each of the IPs
and each of the GPs for each scenario were submitted to an individual
differences sraling procedure, This yielded an expert space. The
dimensions found earlier with classical MDS were mirrored in the
INDSCAL solution. The distance matrix from each UP, one at a time,
Wwas added to the distance matrices of the experts, and then the space
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Q Table 3. Weighting of Dimensions for Each Group of Pilots
for Split-Plane and Strafe Scenarios

a. Split Plane Manuevers

Dimension
1 2 3
: Temporal Distance-Attitude  Lead-lag Mean ‘ ?
IPs « 3475 3142 +3270 «3296 :
GPs .3023 .2856 2717 .2865 |
A UPs .1923 ATT9 L1761 . 1821
? Mean .2807 .25§92 .2583 f
{
b. Strafe Maneuver f
g Dimension ’
| 1 2 3__
Temporal Unknown Unknown Mean
‘ IPs 3819 .3327 .3020 3389
UPs .1844 .1833 .1687 .1788
Mean .2832 .2580 .2354




was recomputed, The dimension weights for each UP was recorded and
compared to the dimension weights for the experts as derived from the
expert space. Results shown in Table 3 indicated that UPs
weight each dimension less than do experts. Planned comparisons
setting experiment-wise alpha to .05 (test-wise alpha =z .006)
confirmed these conclusions in each case. For the split-plane
scenario, experts relied more heavily on the temporal dimension,
t(32) = 7.8B4, the attitude-distance dimension, t(32) = 7.73, and the
lead-lag dimension, t(32) = 6.98, than did the novices. Similarly,
in the strafe scenario, the temporal dimension was weighted more by
experts, t(21) =z 10.33, as were the two unidentified dimensions,
t(21) = 6.32 & t(21) = 8.52, for dimensions 2 and 3, respectively.

As mentioned previously, heavier weighting of the dimensions by
experts would be expected if the dimensions had a psychological
validity; UPs lack the understanding of the dimensions and organ-
izational strucure of the more experienced pilots. It appears that
none of the dimensions are as salient for the UPs as for the more
experienced groups.

Secondly, results of this scaling indicated that the two groups
of experts are also discriminable: IPs tended to weight each
dimension in the split-plane solution more than did GPs. This
tendency was, however, only statistically reliable for the lead-lag
dimension, t(14)=z2.25, p < .05. Some differences between IPs and
GPs would be expected given that the groups have dissimilar back-
grounds, The initial qualified interpretation of these dimensions
receives some support from the INDSCAL findings. The overall
tendency for IPs to use the dimensions more than do GPs may reflect
their classroom experience.

Classification

In the previous section, it was shown that the groups were
discriminable based on their conceptual structures. Here, methods
are developed for classifying an individual as a member of a
particular group based on the individual's conceptual structure and
then pattern classification techniques are used to analyze
conceptual structures,

Classification procedures are generally concerned with the
problem of assigning an object to one of two or more groups. The
groups may vary along several attributes or variables. The groups
are defined such that each object belongs to only one group. Objects
are represented by a list of numerically described attributes. The
general notion of classification involves comparing each object's
position to each group's prototype in order to locate the closest
group.
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There are many different classification techniques. One comnon
method is based on discriminant analysis. Discriminant analysis
requires that a number of assumptions be met including that, (a)
objects be measured at the interval or ratio level of measurement
because discriminant functions are computed with means, variances,
and correlations, (b) the number of objects exceed the number of
attributes defining an object, (c¢) no attribute is a linear
combination of other attributes, (d) population covariance matrices
for each group are equal, and (e) group populations have multivariate
normal distributions,

Because of problems meeting some of these assumptions, the
present analysea used a classification procedure based simply on
distances in feature space. Nilsson (1965) provides a general
discussion of this technique. The major difference between this
technique and discriminant analysis is that variances and correl-
ations do not enter into calculating discriminant functions. With
this technique, objects to be categorized are represented by a list
of feature values in the form of a pattern vector. The ith element
of the vector represents the value of the ith feature. Because
feature values are in the form of real numbers, pattern vectors can
be considered as points in a multidimensional space where each
dimension represents an attribute of the object., The goal 1is to
develop discriminant functions that will partition the pattern space
into regions containing only those points or patterns belonging to a
particular class of patterns,.

Linear discriminant functions (the only type used here) assume
that a weighted linear combination of the feature values can classify
patterns, A linear discriminant function has the form:

g(X) = WIX1 + W2X2 +...+ WdXd + Wd + 1,

where W=W1,W2,...,Wd i3 a vector of weights. Classes that can be
properly separated with linear discriminant functions are known as
linearly separable, The first analysis consisted of determining a
discriminant function to classify all but one person from each of two
groups. An attempl was then made to classify the remaining two
individuals. This procedure was repeated for all possible
combinations of N-1 people from one group and N-1 people from a
second group.

The method for generating linear discriminant functions here
began with minimum distance classification. In this case, a
prototype point representing the central tendency of a class of
patterns 1is constructed for each group of N~1 individuals, The
prototype is simply the average of the feature values of all patterns
belonging to a group. The initial 1linear discriminant function, or
the decision surface separating the patterns, was the perpendicular
bisector of a line connecting the two prototype points.
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If this initial function successfully classifies all the N(1)=1
and N(2)-1 "known" individuals, it then stops and makes a Jjudgment
classifying the two "unknown" individuals, If, however, the starting
function fails o classify correctly the training set of known
individuals, a training procedure alters the function by Successive
ad justments to the weight vector W by adding a fraction of the
pattern vector that was incorrectly classified to the weight vector,
This produces a new weight vector W' = W + cX, where ¢ is a positive
number that controls the extent of the adjustment. The procedure 1is
terminated as soon as the weight vector correctly classifies all
patterns in the training set. The remaining two individuals are then
classified.

These pattern classification techniques can provide one measure
against which to test the validity of representations of conceptual
structure, For example, assuming that there are differences in the
way novices and experts organize knowledge about the area in
question, empirical methods of representing memory organization
should reflect this difference in expertise. Pattern classification
techniques can then be used on information derived from empirically
generated representations of conceptual structure, in an effort to
classify individuals as novices or experts.

Mathod, Pattern classification analysis was performed on data
obtained from GPs, IPs, and UPs for split-plane maneuvers, and on IPs
and UPs for low-angle strafe maneuvers, Three types of patterns were
generated for each individual, based on MDS, networks, and raw
ratings. Network patterns were formed for each individual by taking
the presence or absence of links in the network for each pair of
concepts. The network pattern for each subject consisted of a vector
of ones and zeroes representing the presence or absence of a link,
respectively, between each pair of concepts. An MDS pattern
consisted of a vector of the distances between the members of each
pair of concepts in multidimensional space., Patterns based upon the
original ratings were formed by considering the dissimilarity rating
for each pair of concepts as a feature of a pattern. All three
methods resulted in patterns with 435 features corresponding to all
the possible pairs of 30 concepts.

If GWN and MDS successfully capture the latzant structure within
the ratings, classification based on these techniques should be
superior to classification based on the rationgs. Further,
classification of the experts (i.e., IPs and GPs) should be more
difficult than any classification involving UPs, if these techniques
have produced psychologically valid measures of conceptual structure.

Results & Discussion. The results of the pattern classifi-
cation analysis are shown in Figure 5. These percentages are based
on different numbers of classifications, depending on the number of
members of each group. In general, there are 2 x (N1 x N2)
individual classifications for each comparison. Thus, the number of
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possible correct classifications ranged from 306 for UP-GP down to
126 for IP-GP. Overall, classification of individuals into groups
Was better than chance for patterns derived using all three methods,
especially in discriminating novices (UPs) from experts (IPs and
GPs).

Pattern classification using the original ratings was least
successful, classifying 85% of the novices and experts and 59% of the
experts. Pattern classification using distances derived from MDS was
most successful, with a mean classification performance of 97% on
novices and experts and 85% accuracy in discriminating GPs from IPs.
For each case, classification based on MDS distances was superior to
classification based on the original ratings. MDS was very success-
ful at finding the underlying structure in the rating data. Clessifi-
cation accuracy using patterns derived from networks was also better
than the original ratings in each case. Network patterns classified
93% of the experts and novices correctly on the average and correctly
classified 694 of the IPs and GPs. Networks also appear to supply
information not apparent in the original ratings that is useful in
classifying pilots.

Several conclusions follow from t{hese results. First, pattern
classification techniques can discriminate novices from experts with
a high degree of success based upon both structural descriptions of
their conceptual structure, and raw similarity ratings. Second, both
MDS and GWN showed superior classification compared to the empirical
ratings, with MDS outperforming GWN by 4% on expert-novice
classifications and 16% on expert-expert classifications. Finally,
all procedures found it more difficult to make expert-expert
clagssifications based on conceptual structure than expert-novice
classification.

It is interesting that the network patterns classified so well,
especially given that the vectors for networks, unlike MDS or the
ratings, were comprised only of a list of zeroes and ones, For
example, 100% of the IPs and UPs were classified correctly simply by
knowing which concepts were linked in the networks. On the surface,
this may seem like the loss of a considerable amount of information;
however, this loss of information is apparently compensated for by
the network's ability to uncover the latent structure. It was
suspected that the performance of the network may be improved,
relative to MDS, if we equated MDS and GWN on the amount of
relative to MDS, 1if MDS and GWN were equated on the amount of
information contained in their respective patterns.

Method & Results. One way in which MDS vectors and GWN vectors
can be equated for purposes of classification is to make the MDS
vectors similar to the GWN vectors by transforming the MDS vectors to
patterns of zeroes and ones, MDS distances were converted to
patterns containing only zeroes and ones. In order to produce
patterns that were as comparable to the network patterns as possible,
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an effort was made to produce patterns with roughly the same nunmber
of ones and zeroes as are contained in the network patterns, A
cutoff was selected based on the number of 1links in each corres-
ponding network. All pairs of concepts with MDS distances at or
below this cutoff were assigned a 1, and the remaining concepts were
assigned a 0.

Classification using 0/1 patterns converted from MDS distances
was successful in 95% of the expert-novice cases and 87% for the
expert-expert classifications. This compares with the MDS
classification using all of the metric power of MBS (97% & 85%).
Thus, when MDS distances are reduced to a pattern of zeroes and ones,
classification remains superior to classification based on the
networks.

These results suggest that the structures imposed by MDS and
networks on raw data capture some valid structural information about
the differences in the way distinct groups of pilots organize
conceptual information. In comparing MDS to network representations,
it would appear that MDS captures somewhat more of the structural
information that 1s wuseful in discriminating between groups of
individuals. The MDS superiority was especially noticeable in
discriminating betwWween the groups of experts.

Summarz

In this section, an attempt was made to validate the conceptual
structures obtained in the previous section, Validation took two
forms. The primary form of validation consisted of attempts to
recover differences among the pilots, especially betwWween novices and
experts, based on their conceptual structures. This proved quite
successful in that the groups were discriminable and the individuals
were classifiable. The secondary vehicle of validation showed that
conceptual structures based on MDS or GWN contained more useful
information than did the original ratings.
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VI, POSSIBLE APPLICATIONS

Prediction and selection

Prediction of pilot performance and selection of pilot trainees
for job placement are two important potential applications of this
work. Knowledge concerning the differences between each individual
pilot trainee and a group of expert pilots enables one to select the
single trainee who most resembles the experts, Information of this
sort may also allow prediction of performance based on the
individual's previous standing with other members of the group. There
are several techniques that serve the purpose of identifying
individual differences. The methods described in the following
paragraphs have each been used previously in this work to achieve
other goals. For instance, pattern classification has been used as a
means of validating various types of cognitive representation
(networks, MDS)., However, this technique can also be used to examine
the similarities or differences of an individual in relation to his
group or to other groups. The assumption that individuals and groups
differ in their cognitive organization of the selected fighter pilot
terms underlies each of these techniques.

The use of these techniques is exemplified with the split-plane
scenario, In each case, an attempt was made to rank the UPs in
relation to the experts. Following a discussion of each technique,
the different rankings of the UPs are compared using the different
techniques.

Pattern Classification. Pattern classification techniques are
useful in reflecting how similar an individual is to his group and
how similar an individual is to some other group. Two measures are
of particular interest, the distance from an individual to the other
group's prototype (how like the other group is the individual) and
the distance from an individual to the belonging group prototype
point (how like the group is the individual). The prototype point is
that point representing the central tendency of a class of patterns.
The distance between an individual and a class prototype reveals how
strongly that individual represents the average features of that
class. Because MDS distances yielded the best overall classification,
MDS is used here to consider individual differences. When network
patterns of zeros and ones were used in pattern classification, the
classification was perfect (as it was with MDS distances)., The ranks
of the UPs were identical with MDS and network patterns.

Table 4 (column l1a) gives the distances from an individual to
the group prototype for experts (IPs and GPs) and (column 1b) the
distance from each UP to the group prototype for novices (UPs). Al1l
individuals were classified on the correct side of the decision
surface, Next to each UP score is a rank indicating how closely the
UP is to the expert prototype, with a rank of 1 indicating similarity
to the experts.

-31a




, Table 4, Individual Difference Data for Split-Plane Concepts
5 (Numbers in Parentheses are Ranks for the UPs. Low
] Ranks (1) Suggest High Similarity to Experts.)

] Pattern Classification INDSCAL Person Space
i Distance Distance Distance
to Expert from from
Prototype Origin Origin ;
IP 110 530 208 -
IP2 145 U437 190 l
IP3 106 .592 214 ;
IPy 130 545 207
IPS 122 . 295 208
IP6 142 458 170
IPT7 103 631 227
GP1 125 458 224
GP2 133 U431 167
GP3 11 575 209
GPY 132 .515 2u1
GP5 129 L4u8 238
GPb 140 429 189
GP7 122 525 196
GP8 173 . 354 000
GP9 116 .565 166
Distance
to Novice
Prototype
UP1 169 (6) 132 . 367 (8) 346 (6)
up2 130 (14) 149 .268 (16) 389 (13) ;
ur3 166 (5) 144 L1482 (1) 263 (3) _
UPY4 193 (A7) 162 .332 (10) w73 (17
ups 189 (16) 149 267 (17) 441 (15)
JPb 159 (2) 141 .353 (9 258 (1) i
up7 166 (4) 148 U471 (2) 318 (5) :
UPg 173 (10) 145 . 323 (i1) 285 (W) i
uP9 162 (3) 122a »383 (5) 327 (6) |
UpP10 174 (11) 147 310 (12) 353 (10) ;
UP11 170 (7 135 LU61 (3) 347 (8)
up12 188 (15) 159 .298 (13) yyt (16)
UrP13 171 (8) 128 372 () 349 (9)
up1y 172 (9) 131 JHUT (W) 356 (11)
UP15 177 (12) 156 284 (14) 379 (12)
UrP16 155 (1) 145 380 (6) 259 (2)
UrP17 179 (13) uy 276 (15) uo1 (14)

a prototypical UP

’
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This information can bhe used to select individuals who are most
like members of their own group or most like members of another
group. For instance, UP16 is the UP closest to the expert prototype
(rank of 1). This suggests that the conceptual structure of UPi16 is
most similar to that of the experts, Thus, one might predict that
UP16 would perform more like an expert on a particular flight-related
task than would other UPs, On the other hand, UP4 is furthest from
the expert prototype, suggesting a larger distinction between this
individual and experts than between UP16 and experts. Thus, these
measures provide a means of detecting within and between group
differences and, consequently, are prediction and selection aids.

UP9 1is the closest to the prototype of the undergraduates. In
fact, if pattern classification is conducted between experts and UPs,
using only UP9 as a single "known" UP, classification is successful
for 914 of the cases. Having this information about members of a
class could have pedagogical value. Instructors are often concerned
about the level at which to pitch a lecture. One possibility is to
make certain the prototypical student has understood the material.

Individual Differences Scaling. Another method of ordering
individuals is the INDSCAL MDS procedure. Earlier, this technique
4as discussed to show that the pilot groups were separable based on
their cognitive structures. It 1s also possible to determine how
each individual pilot iieiphts the dimensions and then to comparse
individuals in the resultant space, INDSCAL locates individuals along
the same dimensions on which concepts aire located. Thus information
provided by this scaling procedure e. ails how much the particular
individual relies on a particular dimens. n, Earlier in this report,
it was shown that UPs as a group tended .o weight the dimensions less
than did experts. Here, the extent to which each individual UP
considers the dimensions can be determined. Individuals can be
ranked by their distance from the origin (0,0,0). For example, a UP
that does not weight any of the dimensions would be 0 units from the
origin and gquite unlike any expert («who relies on the dimensions). A
JP that weights the dimensions heavily has in some sense a conceptual
structure more like that of an expert,

Table 4 (column 2) gives, for each individual, the distance
from the origin of the three-dimensional MDS solution reported
earlier. UP3 is the furthest from the origin of all the UPs,
suggesting that this individual relied heavily on the same dimensions
as did the experts, in making similarity Jjudgments, In contrast,
UP5 is very near the origin, suggesting that this UP made very little
use of the expert dimensions. As with the pattern classification
discussed previously, the INDSCAL procedure allows comparisons of UPs
with experts. It has the advantage of restricting comparison to the
same conceptual space for experts and novices, but does not supply
the information about the prototypical student that the pattern
classification technique yields.
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Person space., The final individual difference technique to be
considered here is a hybrid of the previous twWwo techniques, It is an
attempt to represent the individuals in a multidimensional space, but
within a space that has dimensions relevant to the subjects, not to
; the concepts. Thus, the plan is to position subjects in a space
i where the dimensions reflect differences among the subjects, If this
is successful, one of the dimensions should be of expertise,

B To represent individuals in multidimensional space, an inter-
subject distance matrix was derived, similar to the interitem
k distance matrix derived for the concepts., Distances for this matrix
5 were derived from distances from each individual three-dimensional X
MDS solution. In this case, the individual can be thought of as a
point in "n-dimensional™ space (n = 435 dimensions based on the 435
distances for all pairs of 30 terms). The distance between two
individuals would take into account the difference in distance for Vs
each of the 435 pairs of points for the two individuals. These )
distances resulted in a matrix of distances with individuals as rows
and columns. The entries in this matrix were simply the distance
from one individual to another. These distance values were then
scaled in multidimensional space using one and two dimensions.

Figure 6 shows the two-~dimensional MDS solution, The experts
and UPs are clearly linearly separable. One of the dimensions can be
‘ readily identified as a dimension of expertise, suggesting the
technique has been successful at establishing a multidimensional
-4 space With dimensions that characterize the subjects, rather than the
concepts. Ttz second dimension is suggestive of a pedagogical-
operational dimension, with the IPs and GPs tending to occupy
4 different ends of that dimension.

y A one-dimensional MDS sclution should extract the single
dimension that accounts for the most variance. The values along that

4 dimension were transformed to set the first pilot at a coordinate of

3 0; these values appear in Table 4 (column 3). Comparison of these i

3 values indicates the relative distance from one individual to !

E another, Thus, it seems that the one-~dimensional solution ordered |

'- individuals along an expertise dimension. The creation of the

"person space' clearly helps to define the separate groups of

. sub jects and the locations of individuals in relation to the groups.

‘ The earlier finding that the more experienced pilots agree more with

each other and have well defined conceptual structures is supported
i by Figure 6, in that expert groups tend to form tighter clusters than
3 do UP .

Again, UPs that are c¢lose to the expert end of the continuum
should have organizations of flight-related information similar to
those of experts, For this technique, UP6 appears closest to the
experts, with UP4 being most distant. In general, representation of !
individual pilots in multidimensional space provides a measure of
distance that can be used in prediction and selection.
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Comparison of techniques. Each of the three techniques just
discussed provides information which orders UPs 1in relation to the
experts. The techniques point to a different "best" student.
However, inspection of Table 4 also suggests that there is
substeantial agreement among the three techniques in their ordering of
the UPs, All agree, for example, that UP3 is superior to UPU,
Speartan correlations were performed on the ranks of the UPs in order
to more rigorously compare the techniques. The 1intercorrelation
matrix appears in Table 5., All correlations were reliable. As ocan
be seen, there is a good deal of agreement among the techniques.
Pattern classification, INDSCAL, and the person space developed here
supply converging validation that may be useful in the selection of
students, Further, the techniques supply additional, different
details about the populations that may further facilitate selection
or aid in training.

Training

In addition to implications for personnel and selection, an
understanding of the cognitive structures of experts and novices
should have implications for training. Although the underlying
structures of some students are closer than are others to those of {
experts, it should be possible to facilitate acquisition of the
expert structure for the students in general. Accomplishing this
requires that it first be determined which concepts are not well
understood by the UPs relative to expert fighter pilots. This
requires that the information critical to expertise be determined.
This is not a trivial problem because any individual expert will tend
to have associations that, while perhaps useful, are not necessary
for expertise., Thus, the problem is to determine which associations
in an expert Knowledge base are necessary or essential for expertise
and which are not. Again the scaling procedures considered in this
report have proven of great utility.

Critical information is defined as those components of the
cecgnitive structures that tend to be present in all experts, Any
information contained in the knowledge structure of one group of
experts, but not another, cannot be a prerequisite component of
expertise, After the information critical to expertise 1is
established, one can compare the UPs to the experts, and isolate the
concepts that have been mastered by the students. In addition, those
concepts which are the most disparate from those of the experts can
be determined and thus provide some information concerning which
deficits should be addressed first in any pedagogical intervention.
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Table 5. Spearman Intercorrelations Matrix of
Three Individual Difference Measures

Person Space INDSCAL Pattern Classification
- PS IN pC

P3 1.00 .63 .92
IN .63 1.00 STH

PC .92 T4 1.00
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Characteristics of Expertise. The split-plane data of the two
groups of experts, IPs and GPs, were considered first, Defining
expertise based on these two groups has several advantages. Most
importantly, comparing two relatively different groups that are both
expert reduces the likelihood that idiosyncratic components of the
cognitive structures will manifest themselves as critical components
of expertise. As we showed earlier, IPs could be distinguished from
GPs; although, of course, the distinction was not as great as between
UPs and either of our expert groups. The information common to IPs
and GPs should be the minimal structure necessary for expertise, #

The GWN analyses were used to determine those features of
networks that tended to be characteristic of expertise, The networks
for IPs and for GPs considered earlier were compared and any common
links were extracted. The resulting network consisted of one major
network, three 1isolated concept pairs, and five isolated single
concepts. Thus, IPs and GPs agreed on a way to interconnect 19 of
the split-plane concepts and agreed on an additional three pairwise .
assoclations; IPs and GPs did not agree on any particular 1link for
five concepts. Then the isolated pairs were linked to the main
network by allowing either member of the pair to connect to a
particular concept in the main network. For example, IPs and GPs
agreed that AIRSPEED is related to the pair ACCELERATION-EXTENSION;
however, IPs had AIRSPEED and ACCELERATION linked, whereas GPs linked
AIRSPEED with EXTENSION, A similar procedure linked the 1isolated
single concepts to the main network. The resulting structure of
"expertise" is shown in Figure 7.

R

A T

Novices and experts, Next, the network for UPs was compared
L with the expert structure. A bold line in Figure 7 represents a link
%'; present in the UP network, As can be seen, a number of critical i
: links are also held by UPs. These links center around the concept of
; airspeed and, to a lesser extent, the concept of guns. Several links
are not present in the UP network. For example, the links near the
concept lag roll are almost totally absent from the UP network.

In order to quantify UPs' understanding of the concepts, each
of the 30 split-plane concepts was considered individually. For each
concept, students might differ from experts in two general ways.
Students may not have some of the critical associations that experts
have (as illustrated in Figure 7). Alternatively, students may have
associations between concepts that neither group of experts has
(e.g., the network of UPs has a link between HIGH YO YO and LOW YO
YO, although for any expert these concepts are relatively
unrelated). These two general dimensions can combine to produce four
different types of concepts: (a) a concept can be well defined in
that the critical links are present and the student does not see many
spurious additional relations, (b) a concept can be overdefined in
that the critical 1links are present, but the student also has a
number of inappropriate 1links, (c) a concept can be underdefined in
that the critical 1links are absent but so are idiosyncratic links,
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(d) a concept can be misdefined in that the critical 1links are
absent and the student has many idiosyncratic, nonexpert connections,

The following values were computed for each concept: (a) the
preportion of critical links found in the UP network and (b) the
proportion of the UP links that were found only in the UP networks
(L.e., the "extra" links that occurred in neither the IP nor the GP
network). A median split along each variable led to the classifi-
cation of concepts appearing in Table 6, The well defined concepts
tend to be those involved in flying the aircraft, with some consid-
eration of the aircraft's tactical functions, but no terms showing an
understanding of split-plane maneuvers or an understanding of air-to-
air combat scenarios. Interestingly, these well defined concepts
probably evoke a reasonably accurate meaning from a reader naive to
tactical flight procedures.

To supply some converging validation of this division, the MDS
distances were examined on a concept-by-concept basis, As with the
network analysis, an expert sSpace was computed first, based on the
mean MDS distances of the IPs and GPs. Then for each concept, for
both the experts and the UPs, a vector was created for the distances
from the target concept to the 29 other concepts. Then, the expert
distance vector was correlated with the UP distance vector for each
of the 30 concepts. High postive correlations suggest that the UPs
have acquired a global understanding of the concept. Negative
correlations, or low positive correlations, suggest that the UPs have
not acquired full understanding of the concept (or at least that this
understanding 1is different from that of the experts). In general,
the well defined concepts were expected to show high positive
correlations relative to the other categories, and the misdefined
concepts were expected to show low correlations. Table 6 includes
the r obtained for each concept and the mean familiarity rating.

As Table 6 suggests, the concepts classified as well defined
based on the GWN analyses also tend to show high correlations in
multidimensional space, The remaining categories have substantially
lower correlations, with misdefined being somewhat lower than either
overdefined or underdefined.

Students' judgments of familiarity are also reasonably
consistent with the classification in Table 6. Well defined concepts
are the most familiar with misdefined concepts the least familiar.
However, familiarity does not always agree with the GWN and MDS
analyses,. For example, some underdefined concepts (CUTOFF and
VERTICAL MANEUVERING) and some misdefined concepts (ACCELERATION, 6
J'CLOCK, RELATIVE ENERGY) are judged as very familiar, For each of
these "familiar" concepts, it seems the student is not aware of the
true scope of the concept. The student seems to have an understanding
of the concept in a narrower sSense than does the expert., Inspection
of Figure 7 reveals that each of these concepts has a critical
connection in the expert structure to a concept that the students
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3 Table 6. Thirty Split-Plane Concepts Grouped According to Network
9 Analysis with Correlations between UP and Expert (IP3 + GPs) Multi-
g dimensional Spaces
¥ r Familiarity '
B
! Well Defined Concepts
i AIRSPEED «85 3.00
- OVERTAKE .84 3.00
G-LOADING .63 2.94
SMASH .32 2.81
LIFT VECTOR T4 2.75
CORNER VELOCITY .75 2.38
GUNS .76 2.00
SWITCHOLOGY 46 1.81
Mean 713 2.59 i
Underdefined Concepts
CUTOFF .20 3.00
VERTICAL MANEUVERING .63 2.88
ANGLE-OFF .61 2.00
WEAPONS PARAMETERS .81 1.75
PURE PURSUIT .49 1.56
LEAD PURSUIT .28 1.50
ASPECT ANGLE .67 1.19
QUARTER PLANE .50 1.13
] Mean 52 1.88
R
3 Cver Defined Concepts
E POWER SETTING .78 3.00
L BARREL ROLL .63 2.94
E HI YO YO 4 1.50
. RADIAL G .19 1.31
A Mean 44 2.19
Misdefined Concepts
ACCELERATION ' .80 2.94
6 0O'CLOCK . <50 2,81
RELATIVE ENERGY : .85 2.75
F LAG PURSUIT .22 1.50
3 LOW YO YO .22 1.38
b 3=9 LINE .59 1.25
K | SNAPSHOT .55 1.19
. LAG ROLL 72 1.19
. & HEAT .25 1.19
e L EXTENSION -.43 1.19
Mean A3 1.74
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have not experienced. For example, whereas students are familiar
with ACCELERATION and, in fact, have a global understanding of 1it,
they are missing the critical connection with EXTENSION, a concept
with which they have had little or no experience, Thus, UPs have an
understanding of ACCELERATION in the same sense that a psychology
undergraduate, who knows nothing of ANOVA, might have an

understanding of Student's t.

If UPs do have much of the cognitive structure of the experts
for the well defined concepts, and little of the expert structure for
the misdefined concepts, then classification based on these subsets
of concepts should reflect the difference in wunderatanding,
Classification of UPs and experts based only on the well defined
concepts should be relatively poor because there would be little
information in these concepts that would allow classification. On
the other hand, classification based on the misdefined concepts
should be relatively successful because the UPs differ a great deal
from the experts.

Pattern classification of UPs and experts was performed using
each of the four subsets of concepts. Minimum distance classifi-
cation results appear in Table 7, Again this classification 1is
particularly easy, even when using only the minimum distance class-
ification (i.e., the intitial step in classification) and only a
subset of the concepts. However, consistent with expectations, there
were differences at this high level of success: the well defined
concepts yielded poorest classification and misdefined concepts
yielded the best classification, In fact, with snly the suhset of
misdefined concepts the classification was perfect. In addition to
supporting Table 6, these results have the practical advantage -f
allowing classification with only a small po «o.. of the total daua
set, thus reducing the zmount of data that » _.us o be collected and
the run time of the algorithm.

Tables 6 and 7 present some enc uraging results: GWN and MDS

tend to converge on particular co:cepts t'.c  seem Lo have bewn
mastered by the UPs, In additiorn, «¢n the > tochniques o «
considered together, they point o - oL oirly e coucepts that are
not very well understood, but also the kind .. misunderstanding

present (1,e.,missing critical coniections ur having too many
connections), While some of these "not understood" concepts are to
be expected, simply because of the studrnts' Lack of experience with
them (i.e., low familiarity), a number o concepts which are included
in flight training and are familiar .0 the students are not well
defined according to GWN, according to MDS, or according to both, It
is for these concepts that classroom intervention may be particularly
promising.
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Table 7. Results of Pattern Classification Based on Subsets of
Concepts from the Split-Plane Scenario
(Classification Utilized Distance Vectors from the
Three-Dimensional MDS Solution)

Concept subgroup

Well defined Overdefined Underdefined Misdefined

82% 85% 85% 100%

Summary

Possible applications of the scaling procedures to selection
and training have bean suggested. Information about conceptual
structure might be profitably applied to aid in decisions about
assignments to fighter aircraft. Three techniques developed to assess
individual differences showed considerable agreement in their
suggestions of which undergraduate pilots should be directed to lead-
in-fighter training. In addition, the attempts here to apply
information about conceptual structure to training suggested
particular points in the UPs' understanding that could benefit from
intervention. The particular weak points in the knowledge structure
was suggested by GWN and MDS, sometimes in the face of the students'
self-perception of their familiarity with the concepts, The subset
of misdefined concepts contained enough information about the pilots
to classify them perfectly.

The success of the methods at discriminating among pilots of
varying expertise based on measures of conceptual structure suggests
that scaling methods may provide some empirical techniques for
measuring the structure of expertise. These techniques should have
application in training and selection as well as in artificial
intelligence systems that attempt to represent knowledge structures,.
Ways of using some of these structures in database systems are being
investigated.
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